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Abstract

Pollution-intensive industries are generally characterized by imperfect competi-

tion, increasing returns to scale and large transportation costs. We investigate two

countries, N and S, each with two sectors. Manufacturing generates cross-border

pollution which reduces agricultural production. Firms can freely move across coun-

try borders, but not workers. First, we show that pollution lowers local income since

it reduces agricultural production. This income-reduction effect discourages firms

to move to the country with laxer environmental regulations that generate more

pollution. Second, our analysis demonstrates that manufacturing agglomeration

forces can alleviate the pollution haven effect. And a pollution haven may not arise,

if environmental regulation is slightly more stringent in the larger country N than

in the smaller country S. These results are strongly supported by recent empirical

findings. In addition, the model predictions call for international cooperation of

environmental policies, especially when trade becomes freer.
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1 Introduction

The so-called “pollution haven” hypothesis1 states that pollution-intensive industries will,

in response to globalization (e.g. freer trade or capital mobility), tend to move to coun-

tries with laxer environmental regulations.2 The issue plays important roles in the design

of international agreements such as the Kyoto Protocol on greenhouse gas control and

the Montreal Protocol on ozone-depleting substances. However, while it is intuitively

understandable that polluting firms relocate to countries with lenient environmental reg-

ulations, a majority of the empirical findings on the pollution-haven effect are weak and

controversial.3

A number of studies have attempted to explain for the huge gap between the exist-

ing theoretical literature and the empirical findings. For instance, Grossman and Kruger

(1993) state that the direction of trade in dirty goods is primarily determined by con-

ventional determinants of comparative advantage-factor endowments and differences in

technology and thus it might be difficult to detect pollution-haven effects. Copeland and

Taylor (2004) argue that the increase of pollution in developing countries might be caused

by economic development rather than by dirty industry migration from overseas. Levin-

son and Taylor (2004) use imports instead of outward foreign direct investment (FDI) to

measure the migration of firms. Their results indicate that the industries where abatement

costs have increased most have seen the largest increases in net imports.

This paper provides an alternative explanation. In our view, pollution-intensive in-

dustries are generally characterized by imperfect competition, increasing returns to scale

and large transportation costs, for instance, petroleum & gas, chemicals, steel and other

metals, pulp, automobile making, airlines, etc. Moreover, a proportionally larger share of

such industries are located in the developed countries. Therefore, in this paper we investi-

1Copeland and Taylor (2004) distinguish between the pollution haven effect and the pollution haven
hypothesis, the former of which refers to the effect of environmental policies on the migration of dirty
firms, while the latter of which is related to the effect of a reduction in trade barriers on the migration
of such firms. We shall investigate both, and as will soon become clear, these correspond to the impacts
of respectively t and ϕ in our model.

2See, for instance, Pethig (1976), Markusen et al. (1993), Chichilnisky (1994), Antweiler, Copeland
and Taylor (2001), and Copeland and Taylor (2004).

3See, Walter (1982), Levinson (1996), List and Co (2000), Keller and Levinson (2002), Eskeland and
Harrison (2003), and survey papers by Jaffe et al. (1995), Repetto (1995), and Xing and Kolstad (1996).
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gate a world of two countries, called the North N and the South S, each with a continuum

of manufacturing industries under monopolistic competition and increasing returns. Man-

ufacturing generates cross-border pollution which reduces agricultural production. The

government in each country adopts a pollution abatement policy that requires firms to

clean up their pollution by employing more workers. Firms can freely move across country

borders, but not workers.

The model first enables us to clearly extract an income-reduction effect of pollution,

even if two countries are completely symmetric. It arises from our cross-sectoral assump-

tion that manufacturing pollution reduces agricultural production, which in turn decreases

the local wage if pollution affects the emitting country more heavily than the other coun-

try. This results in a lower national income and a lower demand for manufacturing goods.

We show that this income-reduction effect discourages firms to move to the country with

laxer environmental regulations.

A second related effect is what we call the cost-reduction effect in manufacturing

production, stemming from laxer environmental regulation, which requires firms to spend

less labor on pollution abatement, and thus results in a lower manufacturing cost and

generates more pollution. This is the mechanism that leads to the so-called pollution

haven in the received literature.

In our model, the above two effects work in opposite directions and jointly determine

the total effects of pollution. They can partly explain the empirical findings of Eskeland

and Harrison (2003) that there exists some pollution-haven effect in industries with air

pollution but not in industries with water pollution. According to our model, this arises

because air pollution is more global which hurts both countries to more or less the same

degree, and therefore the income-reduction effect is small. In contrast, water pollution is

more local and the corresponding income-reduction effect is large enough to obscure the

cost-reduction effect.

We further find that under asymmetry in country sizes, the manufacturing agglomer-

ation force in the larger country N, stemming from imperfect competition and increasing

returns to scale, can alleviate the pollution-haven effect in the smaller country S, stemming

from laxer environmental regulations. In other words, in models without incorporating
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the agglomeration force, the pollution haven effect may be exaggerated. For instance, the

theoretical literature so far has overlooked these factors, and the hypothesis of pollution

haven effects seemed so obvious. Our analysis demonstrates that if environmental regula-

tion is slightly more stringent in N than in S, then agglomeration forces can dominate the

pollution effect and a pollution haven does not arise. This provides another explanation

to why evidence of the pollution haven is hard to find.

The agglomeration force is strongly supported by a recent empirical study by Wagner

and Timmins (2004), who test the pollution haven hypothesis using panel data of German

FDI outflows in 6 manufacturing industries. They show that externalities associated

with FDI agglomeration can bias estimates away from finding pollution haven effects.

By including FDI stock to capture agglomeration effects, and controlling for possible

correlation between unobservable attributes of FDI recipients and their environmental

stringency, which had been ignored in previous analysis, they find strong support for the

pollution haven hypothesis in the most pollution intensive industries such as chemicals and

paper. They report that (p.22) “...(there exists) a spurious positive correlation between

regulations and investment. It seems as if tough regulations attract pollution-intensive

industries whereas in reality they relocate to a country because they benefit from FDI

agglomeration.” On the other hand, for some other industries such as primary metals,

they find that the bias works in the opposite direction. This effect corresponds to the

case when agglomeration forces are dominated by pollution effects in our model.

Perhaps the novel contribution of the present paper lies in that we integrate a model of

economic geography with cross-border pollution. Specifically, manufacturing pollution is

modeled as a bad that will decrease agricultural production. To the best of our knowledge,

such cross-sectoral effects have not been analyzed in geography models yet. The known

anti-agglomeration forces such as congestion directly reduce industrial instead of agricul-

tural production in the literature. Modeling such cross-sectoral pollution in the foot-loose

capital model enables us to discover the income-reduction effect, which reveals findings

that are consistent with recent empirical studies. We also obtain clear-cut results in an

analytically solvable manner, which is rare in models of spatial economics, considering

the complexity of the present context. And finally, we show that as trade becomes freer,
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a “race to the bottom” of abatement policy may arise if countries choose their individual

optimal policies noncooperatively. This calls for international cooperation, such as the

Montreal Protocol and the Kyoto Protocol, especially in this age of globalization.

Our results also complement other findings in the literature. In contrast to the expla-

nations in Grossman and Kruger (1993), Copeland and Taylor (2004) and Levinson and

Taylor (2004), we demonstrate that even when two countries are completely identical (with

neither comparative advantage no agglomeration forces) except the pollution abatement

policy, the pollution haven effect can still be dominated due to the income-reduction effect

of pollution. McAusland (2002) shows that capital owners have an incentive to cross-haul

polluting factors across jurisdictions, because when capital generates pollution, those resi-

dents who are also capital owners consciously will invest their pollution-generating capital

in a different jurisdiction in order to reduce pollution at home, whose mechanism is very

different from ours. Pflüger (2001) studies ecological dumping under monopolistic compe-

tition, but countries are assumed to be symmetric, and the equilibrium analysis is limited

to the cases of autarky and free trade.

This rest of the paper is organized as follows. Section 2 presents a brief setup of the

model, describing the transboundary pollution and the increasing-returns-to-scale technol-

ogy in industrial production. Section 3 describes the equilibrium. Section 4 demonstrates

how the income-reduction effect and the cost-reduction effect work against each other and

jointly determine the total pollution effect under symmetric countries. Section 5 analyzes

the case of asymmetric countries in size and shows how the agglomeration force is related

to the pollution effects. Section 6 looks into the optimal policies of the governments. We

show that a race-to-the-bottom arises when transport costs are small, which calls for in-

ternational coordination of environmental policies. Finally, we summarize our conclusions

in Section 7.

2 Brief Setup

To character the manufacturing industry with imperfect competition, increasing returns,

and transport costs, we employ the framework of spatial economics (see Krugman, 1980
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and Fujita et al., 1999). Specifically, we embed pollution into the standard “footloose

capital (FC)” model (Martin and Rogers, 1995; Baldwin et al., 2003). The justification

for using the FC model is that it allows the international mobility of capital but not

labor, which serves our purpose of analyzing pollution problems between the North and

the South, where there are far more barriers for the migration of labor than capital. This

implies that a firm produces the same product after moving (Markusen (1995) documents

that a majority of multinationals are horizontal in nature). More importantly, it is in line

with the argument that capital used in the production of pollution-intensive goods yields

a higher return in countries where firms bear lower costs of compliance with environmental

regulations. Thus the pollution haven hypothesis says that dirty industries relocate to

countries with lax environmental regulations.

There are two countries (the north N and the south S), two sectors (manufacturing and

agriculture), and two productive factors physical capital and labor, with capital being the

internationally mobile factor and labor the immobile one. The name of “agriculture” here

is not limited to pure agriculture, but represents any environmentally sensitive industry

including fishing, forestry, bio-medicine, tourism, etc. Denote the amounts of capital and

labor in country N as K and L respectively, and the counterparts in country S with

an asterisk ∗. The worldwide endowments are fixed at Kw and Lw. Manufacturing is

characterized by increasing returns, monopolistic competition and iceberg trade costs,

while the agricultural sector produces a homogeneous good under constant returns to

scale and perfect competition with zero trade costs (free trade in agriculture).

The production cost of a typical manufacturing firm in the FC model consists of two

parts: fixed cost and variable cost. To keep the model simple and tractable, we assume

that the fixed cost involves only one unit of capital while the variable cost l units of labor.

In addition, firms must dispose their pollution according to the national environmental

abatement policy. While many papers in the literature model this by an environmental

tax, we assume that the manufacturing firms must employ additional workers for pollution

abatement. Specifically, each manufacturing firm in country N must spend t units of extra

labor for waste disposal per unit of output and the counterpart in country S is t∗ units of

labor. The total cost function for a firm in country N (resp. S) is therefore r + (l + t)wx
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[resp. r∗ + (l + t∗)w∗x], where r (resp. r∗) and w (resp. w∗) are the rewards to capital

and labor in country N (resp. S) respectively, and x is the firm-level output. The use

of an abatement policy instead of a tax simplifies the model so that we do not need to

consider how to spend the tax revenue.

As noted in Copeland and Taylor (1999, P. 138), ample empirical evidence links in-

dustrial pollution to reduced fishing and agricultural yields, to negative effects on the

value of standing forests, and to beach closures that hurt tourism. The problem is fur-

ther complicated by the fact that pollution is transboundary (such as carbon emissions),

under which the amount of pollution is determined by the environmental policies of not

one but both countries. Many studies usually adopt a specific function of transboundary

pollution. For instance, Benarroch and Thille (2001) assume a linear production function

in the agricultural sector. Here we assume a more general one, by denoting the agricul-

tural production of a worker in country N by α(t, t∗) > 0, which is not necessarily linear.

And the counterpart in country S is α∗(t, t∗) > 0. We can call them the agricultural

productivity in N and S respectively. The productivity function is symmetric in the sense

that α(t, t∗) = α∗(t∗, t). In other words, there is no other first-nature difference between

the two countries in agricultural production, except the effects of industrial pollution.

Furthermore, we assume

α(t, t∗)


≥ α∗(t, t∗) if t > t∗

= α∗(t, t∗) if t = t∗

≤ α∗(t, t∗) if t < t∗.

(1)

∂α

∂t
> 0,

∂α

∂t∗
> 0. (2)

Relationship (1) indicates that agricultural production is considered to be higher in a

country with more stringent environmental policy. Some types of pollution (e.g., water

contamination and sulfur dioxide emission) impact local areas more heavily than far-away

areas, so that the strict inequalities hold in (1). However, other types (e.g., carbon dioxide

emission) are more global and impact local and far-away areas more or less the same, then

α(t, t∗) = α(t∗, t) holds even if t ̸= t∗. In addition, (2) indicates that a better environment
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(less pollution or more stringent environmental policy) generates a higher agricultural

production in both countries.

Denote the share of capital owned by country N as θK = K/Kw, and the share of

capital employed in country N as θ, which is exactly N’s share of world industry: θ = n/nw,

where notation nw denotes the mass (roughly speaking, the number) of industrial varieties

available worldwide, and n is the counterpart in N only. Note that we have adopted the

standard assumption in the FC model that one firm uses only one unit of capital, and

therefore, nw = Kw.

In each country, each individual shares the same Cobb-Douglas tastes for the two types

of goods:

U =
1

µµ(1 − µ)1−µ
Cµ

MC1−µ
A ,

where CM represents a composite index of the consumption of M -sector goods, CA is

the consumption of the A-sector good, and µ ∈ (0, 1) is a constant representing the

expenditure share of manufactured goods. The quantity index CM is a subutility function

defined over a continuum of varieties of manufactured goods CM =
( ∫ nw

0
c
1− 1

σ
i di

) σ
σ−1 .

Notation ci denotes the consumption of each available variety i, σ > 1 is the constant

elasticity of substitution between any two varieties and 1 − 1/σ is the intensity of the

preference for variety in manufactured goods.

Let E be the total expenditure in country N. Then the indirect utility can be written

as

V =
E

P
, P = p1−µ

A

( ∫ nw

0

p1−σ
i di

) µ
1−σ

, (3)

where P is called the price index, pi is the price of manufacturing variety i, and pA is that

of A. Analogous definitions hold for Southern variables, all of which are denoted by an

asterisk.

As in the standard literature of spatial economics, this paper assumes that the agri-

cultural product is freely transported between two countries. Assuming that no country

has enough labor to satisfy world demand for A, then the prices of the agricultural good

in two countries are the same: pA = p∗A. We use agriculture as the numéraire good such

that pA = p∗A = 1. In the manufacturing sector, we assume Samuelson’s iceberg form of
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interregional transportation costs: τ > 1 units of the manufactured good must be shipped

for one unit to reach the other region.

Physical capital moves in search of the highest nominal reward. Following established

tradition in economic geography, we assume that markets for goods adjust instantaneously,

while interregional migration of capitals is relatively slow, implying that wages adjust

much faster than the capital share. Also following the literature, we apply a standard

dynamic system to describe the international factor flows:

θ̇ = (r − r∗)(1 − θ)θ. (4)

This is adopted from replicator dynamics, routinely used in evolutionary game theory

(Weibull, 1995, p. 73), and is also used in standard textbooks such as Fujita et al. (1999,

p. 62) and Baldwin et al. (2003, p. 72). Intuitively, capital moves to country N if r > r∗,

in proportion to the present shares θ in country N and 1 − θ in country S.

3 Equilibrium

Utility maximization yields the demand function for A as CA = (1 − µ)E/pA, where E

is the expenditure in country N. Perfect competition in the A sector forces marginal cost

pricing, adjusted by agricultural productivity: pA = w/α(t, t∗), p∗A = w∗/α∗(t, t∗). Since

pA = p∗A = 1, we have w = α(t, t∗) = w∗ = α∗(t, t∗). Therefore, the wage in the country

with a better environment is higher if transboundary pollution affects the local country

more severely, while wages in both countries are the same if transboundary pollution is

symmetrically global.

Because of the transport costs, the prices of the manufacturing goods in the two

countries are different. Let pi be the price of product i in country N made in country N,

p∗i be the price of product i in country S made in country S, p̄i be the price of a product

i in country N made in country S and p̄∗i be the price of a product i in country S made in

country N. Then Dixit-Stiglitz monopolistic competition implies

pi =
w(l + t)σ

σ − 1
, p∗i =

w∗(l + t∗)σ

σ − 1
, p̄i =

τw∗(l + t∗)σ

σ − 1
, p̄∗i =

τw(l + t)σ

σ − 1
.
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Country N’s consumption of product j manufactured in country N is

cj =
p−σ

j µE∫ θKw

0

(pi)
1−σdi +

∫ θ∗Kw

0

(p̄i)
1−σdi

,

and country S’s consumption of this variety is

c̄∗j =
(p̄∗j)

−σµE∗∫ θKw

0

(p̄∗i )
1−σdi +

∫ θ∗Kw

0

(p∗i )
1−σdi

,

where the expenditures are calculated as E = rK + wL and E∗ = r∗K∗ + w∗L∗.

Let

δ ≡
[
w∗

w

l + t∗

l + t

]σ−1

=

[
α∗(t, t∗)

α(t, t∗)

l + t∗

l + t

]σ−1

,

which represents the trade-off between the impacts of pollution on the industrial and

agricultural productions. The following lemma shows that δ summarizes the impact of

pollution policies in the two countries and, therefore, it is called the South-North policy

burden ratio subsequently. Intuitively, if country N imposes a higher t for a cleaner

environment, manufacturing in this country must consume more labor and becomes more

costly. And as a benefit of a better environment, the agricultural sector becomes more

productive and Northern workers enjoy a higher wage. This results in δ < 1.

Lemma 1 The following holds

δ


< 1 if t > t∗

= 1 if t = t∗

> 1 if t < t∗.

Proof : Straightforward from (1) and the fact that σ > 1. ¥

Note that the higher wage in country N leads to a higher national income, which in

turn creates a larger consumption market for goods than country S. Therefore, a more

stringent environmental policy does not necessarily imply that firms will be driven out of

the country, which we shall investigate in detail soon.
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Under Dixit-Stiglitz competition, if firms are located in both countries, then the op-

erating profit of a manufacturing firm in N is

r =
p1−σ

j µθEEw

σ[p1−σ
i θKw + ϕ(p∗i )

1−σ(1 − θ)Kw]
+

ϕ(pj)
1−σµθ∗EEw

σ[ϕp1−σ
i θKw + (p∗i )

1−σ(1 − θ)Kw]

=
bEW

Kw

[
θE

θ + ϕ
δ
(1 − θ)

+
ϕθ∗E

ϕθ + 1−θ
δ

]
=

bBEw

Kw
, (5)

where

b =
µ

σ
, B =

θE

∆
+ ϕ

θ∗E
∆∗ ,

θE =
E

Ew
, θ∗E =

E∗

Ew
, ϕ = τ 1−σ ∈ (0, 1),

∆ = θ +
ϕ(1 − θ)

δ
, ∆∗ = ϕθ +

1 − θ

δ
.

Notation ϕ decreases with the transport cost τ and also measures the freeness of trade.

To simplify notation, we use it to substitute for τ subsequently. Similarly, the operating

profit of a manufacturing firm in S is

r∗ =
bB∗Ew

δKw
, (6)

where

B∗ = ϕ
θE

∆
+

θ∗E
∆∗ .

Note that with Cobb-Douglas preferences, total worldwide spending on manufacturing

equals µEw, and the total operating profits of all firms are simply µEw/σ = bEw (as a

result from (5) and (6), B = B∗/δ = 1). Meanwhile, the definition of Ew gives Ew =

wθLLw + w∗(1 − θL)Lw + bEw, so we have

Ew = [wθL + w∗(1 − θL)]
Lw

1 − b
. (7)

Under the assumption that θK of the capital in each country belongs to Northern
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capital owners regardless of the industry distribution ratio θ, then the average reward to

capital is the same in the two countries, regardless of the spatial allocation of industry

and the degree of openness. Therefore, E = wθLLw + bθKEw holds and we obtain

θE =
w

θLw + (1 − θL)w∗ (1 − b)θL + bθK , θL =
L

Lw
, θK =

K

Kw
. (8)

In the long-run equilibrium, r = r∗ holds for 0 < θ < 1, which yields

θ =
θE

1 − δϕ
− ϕ(1 − θE)

δ − ϕ
≡ θ0. (9)

If θ0 ̸∈ (0, 1), then we obtain a corner equilibrium. Specifically, if δ ≥ 1/ϕ, then B > B∗/δ

and r > r∗ holds from (5) and (6), which results in a corner equilibrium θ = 1. Similarly,

if δ < ϕ, then θ = 0 is a corner equilibrium. In summary, the equilibrium is generally

written as

θ =


1, if δ ≥ 1

ϕ
,

0, if δ ≤ ϕ,

max{0, min{1, θ0}}, if ϕ < δ < 1
ϕ
.

(10)

In the following, we implicitly assume that δ ∈ (ϕ, 1/ϕ) when we discuss θ0.

4 Symmetric Countries and Income-Reduction Ef-

fects

Grossman and Kruger (1993) state that the direction of trade in dirty goods is primar-

ily determined by conventional determinants of comparative advantage. For instance, a

country’s comparative advantage may lie in the production of “dirty” goods, and thus it

is difficult to extract evidence of a pure pollution haven. In contrast, in the present paper

we wish to show that even in the absence of comparative advantage, a pollution haven

may not arise. To do this, we rule out comparative advantage á la Heckscher-Ohlin, by

assuming θL = θK = Θ in the subsequent analysis.

Furthermore, this section considers the benchmark of completely symmetric countries
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(i.e., Θ = 1/2), except that N is more stringent in pollution abatement policy. Note that

in the original footloose capital model with Dixit-Stiglitz monopolistic competition, no

agglomeration force is observed when two countries are completely identical. We show

instead that an income-reduction effect of cross-sectoral pollution might be strong enough

to dominate a cost-reduction effect of pollution, and as a result a pollution haven does

not arise. The only condition we need is that pollution affects the emitting country more

severely than the other country.

We proceed as follows. Since θK = θL = 1/2, the expenditure ratio θE of (8) can be

written as θE = [(2 − b)w + bw∗]/[2(w + w∗)]. Substituting it into (9), we obtain the

industry distribution ratio

θ0 =
1

2
− θC + θI , (11)

where

θC ≡ ϕ(1 − δ2)

2(δ − ϕ)(1 − δϕ)
, θI ≡

w − w∗

w + w∗
(1 − b)δ(1 − ϕ2)

2(δ − ϕ)(1 − δϕ)
.

Recall as in (10), θ0 is the candidate of an interior equilibrium. Therefore, it also

characterizes the location of firms as θ does. In (11), the first term on the RHS, 1/2,

comes from the symmetry between the two countries. The second term, −θC , represents

the cost-reduction effect in manufacturing production that firms are likely to locate in the

country with cheaper labor, stemming from a laxer pollution abatement policy. In fact,

−θC increases with δ. This term is negative if country N is more stringent (i.e., δ < 1) and

positive if country N is laxer in pollution abatement. The third term, θI , is the income-

reduction effect, showing that firms seek to locate in the country with a higher purchasing

power. It arises because manufacturing pollution reduces agricultural production, and in

turn lowers the local wage if pollution affects the emitting more severely than the foreign

country. To be specific, when t > t∗ we have w = α(t, t∗) > w∗ = α∗(t, t∗). Then the local

demand in country S is smaller because of the lower wage. In other words, although the

production cost for a firm locate in country S is lowered due to the laxer environmental

policy, the firm bears a higher transport cost for its products to be shipped to the N

market to be consumed, which has a higher purchasing power due to its higher income

arising from higher agricultural productivity (less pollution). This effect is also caused by
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the difference in abatement policy.

Note that simultaneously demonstrating the cost-reduction effect and the income-

reduction effect and that they work against each other are novel contributions of the

present paper. In the received literature, only the former effect has been analyzed. Studies

such as Pflüger (2001) also use the monopolistic competition model, but with logarithm

in the utility function instead, and the income-reduction effect cannot be seen. Thus the

received literature straightforwardly generates the so-called pollution haven, but not cases

of a reverse pollution haven which we shall discuss shortly.

One might argue that developing countries attract FDI because wages there are low.

As more FDI comes in, wages increase. This is true without counting the negative effects

of pollution. If such externalities in other environmentally sensitive sectors are included as

in the present model, then the increase in income will be discounted. South Korea during

its high-growth period (1960s and 1970s), used to dump industrial waste along its rivers,

especially the Han river. Recently the government decided to spend huge budgets to clean

them up and introduced comprehensive water management measures. A couple of acts

were enacted in 1999 and 2000 for the Han river, the Nakdong river, the Geum river and

the Yeongsan river (Republic of Korea: World Health Organization, 2004). Also, many

argue that the recent rapid growth of the Chinese economy comes at the expense of future

resources, whose negative impact can only be more fully understood 20 or 30 years later.

Let us continue with more discussion of the cost-reduction effect and the income-

reduction effect, which are both related to the difference of pollution policies. In par-

ticular, when the two countries adopt the same pollution abatement policy t = t∗, the

policy burden ratio becomes δ = 1. Then both the cost-reduction effect and the income-

reduction effect disappear. In this special case, there is only one equilibrium θ = 1/2,

which is stable for arbitrary ϕ under dynamic system (4). This simplest case obscures

some important features so that the trade pattern variations do not show up.

However, the cost-reduction effect is independent of the agricultural production which

the income-reduction effect depends on. To see this, we now consider the case that

industrial pollution on the agricultural sector is globally symmetric so that α(t, t∗) =

α∗(t, t∗). In this case, w = w∗ holds, and hence the income-reduction effect disappears.
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If country N is more stringent in environmental regulation, then t > t∗ and the cost-

reduction effect −θC is negative. Seeking for a lower production cost, more firms move to

locate in S. According to (10), the equilibrium in this case is described as follows.

θ



1, if
1 + ϕ2

2ϕ
≤ δ,

∈
(1

2
, 1

)
, if 1 < δ <

1 + ϕ2

2ϕ
,

= 1/2, if δ = 1,

∈
(
0,

1

2

)
, if

2ϕ

1 + ϕ2 < δ < 1,

0, if δ ≤ 2ϕ

1 + ϕ2 .

(12)

Dynamic system studies (e.g., Tabuchi and Zeng 2004) show that an interior equilib-

rium of (4) is stable iff d(r − r∗)/dθ is negative at the equilibrium. Using this stability

condition, we know that (11) is stable when 2ϕ/(1 + ϕ2) < δ < (1 + ϕ2)/(2ϕ). On the

contrary, for small δ such that δ < 2ϕ/(1 + ϕ2), we have B < B∗/δ at θ = 0 so the corner

equilibrium θ = 0 is stable. Similarly, for large δ such that δ > (1 + ϕ2)/(2ϕ), the corner

equilibrium θ = 1 is stable. Meanwhile, (12) shows that more firms locate in S (i.e.,

θ < 1/2) if country S has laxer environmental regulations. This special case confirms the

pollution haven hypothesis in the literature.

More generally, one expects α(t, t∗) ̸= α∗(t, t∗) because pollution might affect local

agriculture more severely. Specifically, α(t, t∗) > α∗(t, t∗) so that w > w∗ if t > t∗.

Then the income-reduction effect arises, and if it dominates the cost-reduction effect, a

pollution haven may not arise. Also, it is straightforward to check that both θC and

θI are increasing with ϕ when δ < 1. However, since the two effects are opposite in

sign, the whole pollution effect is not a monotone function of ϕ. The net pollution effect

is observed only if the cost-reduction effect dominates the income-reduction effect. For

example, if consumers prefer more manufacturing goods (µ is large), and/or the elasticity

of substitution σ between varieties is small, and/or pollution is very local, then θI is

small so that it is dominated by θC . Otherwise, θI is large, and we can observe a reverse

pollution haven effect.
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These results can partially explain the empirical findings of Eskeland and Harrison

(2003, p. 13), who report that for more global pollution such as air pollution, there is

a significantly positive association between pollution and the pattern of FDI in several

countries, even after controlling for other factors. According to our model, this arises

because the income effect disappears, and hence the pollution effect can be more easily

picked up by empirical studies. But for more local pollution such as water pollution or

toxicity, the income effect still remains, working against the pollution effect. And hence

the pattern might be found to be reversed: FDI is less likely in sectors where emissions

are higher.

The above results are obtained under neither comparative advantage nor agglomer-

ation forces, since the two countries are assumed to be completely identical except in

pollution abatement policy. Summarizing these results, we can establish:

Proposition 1 Under the conditions of completely symmetric countries and globally asym-

metric pollution in the sense that pollution affects the emitting country more severely than

the other country, the “pollution haven” effect is the compound of the cost-reduction effect

and the income-reduction effect. The former encourages firms to locate in the pollution

haven but the latter discourages them. As a consequence, a pollution haven arises only if

the former dominates the latter. Otherwise a reverse pollution haven may arise.

5 Asymmetric Countries and the Home Market Ef-

fect

Now we are ready to tackle the asymmetric case of Θ ̸= 1/2, i.e., countries are different

in size. Without loss of generality, we assume that N is larger than S, i.e., Θ > 1/2.

Our purpose is to demonstrate that the pollution haven effect can be dominated by other

forces even when pollution is globally symmetric in the sense that pollution affects all

countries the same, near or far. In this case the income-reduction effect derived in the

previous section disappears, but we show that agglomeration forces work against and can

dominate the cost-reduction effect.
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We continue to rule out comparative advantage by setting θL = θK = Θ. Then the

firm ratio (9) becomes

θ0 =Θ +
ϕ(1 − 2ϕδ + δ2)(2Θ − 1)

2(δ − ϕ)(1 − δϕ)
− ϕ(1 − δ2)

2(δ − ϕ)(1 − δϕ)

+
(w − w∗)Θ(1 − Θ)

wΘ + w∗(1 − Θ)

(1 − b)δ(1 − ϕ2)

(δ − ϕ)(1 − δϕ)
. (13)

If the two countries adopt the same environmental policy t = t∗, then δ = 1 and (13)

is simplified as

θ01 ≡ Θ +
2ϕ

1 − ϕ

(
Θ − 1

2

)
.

Obviously θ01 > Θ, which says that the country with relatively larger local demand

(country N) attracts a more-than-proportionate share of firms in the monopolistically

competitive manufacturing industry. This is called the home market effect (HME) in the

literature of spatial economics (Krugman, 1980). Davis and Weinstein (1999) interprete

the HME as a magnified impact of a high demand for production and find some evidence

of it. Notice that the HME originates from increasing-returns-to-scale technologies in

manufacturing. It is different from the scale effect in the literature of environmental

economics (e.g., Grossman and Krueger (1993), Copeland and Taylor (2004)), which is

the increase in pollution generated if the whole economy were simply scaled up using a

framework of constant-returns-to-scale technologies.

Differentiation gives
∂θ01

∂ϕ
=

2Θ − 1

(1 − ϕ)2
> 0, (14)

which implies that the Northern relative market size matters more when trade barriers are

lower. This is called the secondary magnification effect in spatial economics, e.g., Head

and Mayer (2004).

When δ ̸= 1, the HME is accompanied by the pollution effect, which is represented

by the third and forth terms of (13) on the RHS. To examine how various effects are

combined, we first consider the case of globally symmetric pollution so that w = w∗. Then
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the income-reduction effect disappears and (13) becomes

θ02 ≡ Θ + θHME − θC , (15)

where

θHME =
ϕ(1 − 2ϕδ + δ2)(2Θ − 1)

2(δ − ϕ)(1 − δϕ)
and θC =

ϕ(1 − δ2)

2(δ − ϕ)(1 − δϕ)
.

In the above, expression θHME represents the HME and θC is the cost-reduction effect of

pollution.

Note that θHME is positive while −θC is negative iff δ < 1 (i.e., t > t∗: the larger

country N holds a more stringent environmental policy). Furthermore, θHME decreases

with δ if δ < 1 and θC always decreases with δ:

∂θHME

∂δ
= −(1 − δ2)(2Θ − 1)ϕ(1 − ϕ2)

2(δ − ϕ)2(1 − δϕ)2
< 0, iff δ < 1;

∂θC

∂δ
= −ϕ[(1 − δϕ)2 + (δ − ϕ)2]

2(δ − ϕ)2(1 − δϕ)2
< 0. (16)

Evidently, θ02 is an interior equilibrium (i.e., θ02 ∈ (0, 1)) iff

δ ∈
(

1
Θ
ϕ

+ (1 − Θ)ϕ
,

1 − Θ

ϕ
+ Θϕ

)
, (17)

which is a subinterval of (ϕ, 1/ϕ). Furthermore, condition (17) ensures stability of the

interior equilibrium under dynamic system (4). Corner equilibrium θ = 1 is stable for a

larger δ outside of (17), and corner equilibrium θ = 0 is stable for a smaller δ.

We can make the following statement to synthesize the HME and the pollution effect.

Proposition 2 If pollution is globally symmetric, then for any ϕ ∈ (0, 1), θ02 increases

with δ of (17), and there exists a critical δ♯ ∈ (ϕ, 1), such that the equilibrium distribution

is

θ


> Θ if δ > δ♯,

= Θ if δ = δ♯,

< Θ if δ < δ♯.
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Proof: The derivative of θ02 with respect to δ is

∂θ02

∂δ
=

ϕ[(1 − δϕ)2 − (1 − δ2)(1 − ϕ2)Θ]

(δ − ϕ)2(1 − δϕ)2
≥ ϕ(δ − ϕ)2

(δ − ϕ)2(1 − δϕ)2
≥ 0,

where the first inequality holds evidently if δ ≥ 1 and is also true if δ < 1 because Θ ≤ 1.

Therefore, θ02 increases with δ.

Given the above monotonic relationship, from (15) we also obtain

θHME − θC =
ϕ

2(δ − ϕ)(1 − δϕ)
[Θδ2 − ϕ(2Θ − 1)δ + Θ − 1].

The expression in square brackets is a quadratic function of δ. It is negative at δ = ϕ and

positive at δ = 1. Thus there exists a unique solution (denoted by δ♯) satisfying

Θδ2 − ϕ(2Θ − 1)δ + Θ − 1 = 0 (18)

in (ϕ, 1). Proposition 2 immediately follows from (10) and (15). ¥

We can use Figure 1 below to explain Proposition 2 in detail, which can be divided

into 3 cases.

- δ

6
θ

u

rδ♯ r1
Case 1Case 2Case 3

r1/ϕrϕ

1r

rΘr1/2

r0

Figure 1: The Location of Manufacturing Firms w.r.t. δ

Case 1: If country N has laxer environmental regulations than country S (t < t∗), then
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δ > 1 (> δ♯). The home market effect and the cost-reduction effect enhance each other.

As a result, the share of manufacturing firms located in country N, θ, is much higher than

N’s share of factor endowments Θ.

According to Taylor (2004), the pollution haven hypothesis also indicates that a move-

ment from autarky to free trade would lead to the relocation of dirty production from

country N to country S if t∗ < t. We obtain the same result here, but with a little dif-

ference. To see this, note that t∗ < t leads to δ < 1. Since interval (17) converges to one

point, 1, when ϕ approaches 1, δ is in the left of interval (17). Therefore, all firms move to

country S in the unique stable equilibrium when the transport cost τ is very small. The

difference from the existing literature is, our research suggests that one reason we might

not observe the pollution haven effect from the empirical data is because the transport

cost in the real world is not free at all, as in case 1 of Figure 1.

Case 2: If country S has a slightly laxer regulation than N, i.e., t > t∗ but that

δ♯ < δ < 1, then the HME and the cost-reduction effects work in opposite directions but

the former dominates the latter. In other words, a more than proportionate share of firms

still agglomerates in country N despite that country S would be a pollution haven without

counting the agglomeration forces. This provides another explanation why the pollution

haven effect is difficult to pick up in empirical studies. As mentioned in the introduction,

our theoretical results are supported by the empirical study of Wagner and Timmins

(2004), who include FDI stock to capture agglomeration effects in their analysis. They

conclude that it would seem that tough regulations attract pollution-intensive industries

whereas in reality they relocate to a country because they benefit from FDI agglomeration,

which is consistent with case 2 in Figure 1.

Further, the analytical solvability of the present model allows us to say more. For

example, we find that the critical value δ♯ of (18) increases with ϕ and decreases with Θ

because

∂δ♯

∂ϕ
=

(2Θ − 1)δ♯ + 1 − Θ

2Θ

(
δ♯ − 2Θ − 1

2Θ
ϕ

) > 0,
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∂δ♯

∂Θ
= −(δ♯ − ϕ)2 + ϕ(1 − ϕ)

2Θ

(
δ♯ − 2Θ − 1

2Θ
ϕ

) < 0.

Therefore, case 2 is more likely to arise when transport costs are high and/or when

countries are more different in size.

Case 3: Finally, if country S has much laxer environmental regulations than N such

that δ < δ♯, then the cost-reduction effect dominates the HME. In other words, a more

than proportionate share of firms locate in country S in order to escape from the more

stringent environmental regulations in country N. This corresponds to the industries with

small agglomeration forces such as primary metals in the study of Wagner and Timmins

(2004). Researchers in spatial economics find that often it is hard to pick up the HME

in empirical studies (e.g., Davis and Weinstein, 1999 and 2003), and they even term the

phenomenon “reverse HME” (e.g., Yu, 2005). The present model clearly shows that the

HME exists, but we provide an explanation from a different angle—the cost-reduction

effect of pollution, which can dominate the HME.

Now we turn to examine how industrial location changes with decreasing transport

costs (i.e., increasing ϕ), given the policy burden ratio δ. For simplicity, we keep the

assumption of globally symmetric pollution and focus on the case of θ > 1/2 and δ < 1

(the larger country N holds a more stringent regulation policy).

The equilibrium expression (10) is rewritten as

θ =

 0 if ϕ ≥ δ

max{0, min{1, θ02}} if ϕ < δ.

where θ02 is defined in (15). It includes two cases. (i). When the trasport costs are small

(ϕ ≥ δ), the cost-reduction effect dominates so that country S attracts all firms; (ii). For

larger transport costs (ϕ < δ), θ02 is not a monotone function of ϕ. In this case, similar

to (14), the HME is increasing in ϕ:

∂θHME

∂ϕ
=

δ(2Θ − 1)[(1 − δϕ)2 + (δ − ϕ)2]

2(δ − ϕ)2(1 − δϕ)2
> 0,
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i.e., the HME is stronger for smaller transport costs. However, it is complicated by the

cost-reduction effect. In fact, from (15) we derive

∂θ02

δ∂ϕ
=

Θ[(1 − δϕ)2 + (ϕ − δ)2] − (1 − δϕ)2

(δ − ϕ)2(1 − δϕ)2
.

The first term of the numerator on the RHS is positive while the second term is negative. If

the pollution policies are very different such that δ ≤
√

(1 − Θ)/Θ, then ∂θ02/∂ϕ is always

negative so that the equilibrium ratio θ strictly decreases from Θ to 0 with decreasing

transport costs τ . The situation is plotted on the left panel of Figure 2. On the other

hand, if the pollution policies are not too much different so that δ >
√

(1 − Θ)/Θ, then

θ02 increases with ϕ until

ϕ♯ ≡
√

Θ δ −
√

1 − Θ√
Θ −

√
1 − Θ δ

,

and then decreases to 0 after ϕ♯. The situation is plotted on the right panel of Figure 2.

Therefore, we can conclude with

Proposition 3 The Northern relative market size matters less when the environmental

policy in country S is sufficiently lax, and freer trade is more likely to cause a pollution

haven to arise.

-ϕ

6
θ

s
δ

s
1

s
√

1−Θ
Θ

1s

sΘ s1/2

s0 - ϕ

6
θ

s√
1−Θ
Θ

s
1

sδ

1s

sΘ s1/2

s
0

sϕ♯

Figure 2: The Location of Manufacturing Firms w.r.t. ϕ
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Having explained Proposition 3, now we are ready to examine the most general situ-

ation in which manufacturing pollution impacts agricultural production in the emitting

country more heavily than that in the foreign country. Due to pollution, the benefit of

more industrial firms is accompanied by the loss of lower agriculture production and lower

wages. That is, α(t, t∗) > α∗(t, t∗), w > w∗ and δ < 1 hold if t > t∗. We already know that

this leads to a small local demand for the manufacturing good, and a firm in S must pay

transport costs to sell in the larger N market, i.e., the income-reduction effect. Precisely,

(13) can be re written as

θ0 = Θ + θHME − θC + θI ,

where, θI =
(w − w∗)Θ(1 − Θ)

wΘ + w∗(1 − Θ)

(1 − b)δ(1 − ϕ2)

(δ − ϕ)(1 − δϕ)
.

Since θI decreases with Θ, the income-reduction effect is the largest in the case of sym-

metric countries. Meanwhile, since δ/[(δ − ϕ)(1 − δϕ)] decreases with δ iff δ < 1, θI is

larger for a smaller δ. And since θC and θI have opposite signs, we know that the larger

the difference between α(t, t∗) and α∗(t, t∗), the more the pollution effect is weakened by

θI . However, because of (16), the sign of the whole pollution effect is determined by the

relative size of parameters b, Θ, among others.

Overall, for δ < 1 and Θ > 1/2, the HME and the income-reduction effect combined

can alleviate the cost-reduction effect in S, which makes it more difficult to observe the

pollution effect in S empirically.

We are in a position to summarize the main conclusions of this section:

Proposition 4 Under the conditions of asymmetric country sizes without comparative

advantage, there are three effects jointly determining the industrial location. The cost-

reduction effect of pollution encourages the firms to locate in the country with laxer regu-

lation, the income effect discourages it, and simultaneously firms prefer the larger country

due to the home market effect.

This Proposition implies that in industries characterized by imperfect competition

and increasing returns to scale, a pollution haven may not arise in the smaller developing
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country with laxer environmental regulations, either because the agglomeration forces in

the larger developed country dominates the pollution haven effect, and/or because the

income-reduction effect of pollution dominates the cost-reduction effect.

6 The Need for International Policy Coordination

We have examined the industrial location given each country’s environmental policy in the

previous sections. Now we turn to the decision making of each governments and examine

the issue of a “race to the bottom” in abatement policy. We demonstrate that without

international policy cooperation, if countries were to choose their individual abatement

policies optimally but noncooperatively, then as trade costs decrease, a “race to the bot-

tom” arises. On the other hand, with international coordination, it can be avoided. To

illustrate our point, we only need to focus on the case of completely symmetric countries:

Θ = 1/2. Furthermore, our argument is concentrated on the case that the two policies

are not too different so that θ0 of (9) is indeed an interior equilibrium.

Using (3), (7), (8) and (9), the welfare in N can be written as

VN =
E

P
= θEEw(Kw)

µ
σ−1 [θδ + (1 − θ)ϕ]

µ
σ−1

[
σ − 1

w∗(l + t∗)σ

]µ

=[θ0δ + (1 − θ0)ϕ]
µ

σ−1
(2 − b)w + bw∗

4(1 − b)

[
σ − 1

w∗(l + t∗)σ

]µ

Lw(Kw)
µ

σ−1

=Γ × W (t, t∗),

where

Γ =
Lw(Kw)

µ
σ−1 (1 − ϕ2)

µ
σ−1

22+ µ
σ−1 (1 − b)

(
σ − 1

σ

)µ

is a positive constant and independent of the abatement policies t and t∗, and

W (t, t∗) =
[(2 − b)w + bw∗]1+

µ
σ−1

{[w(l + t)]σ−1 − ϕ[w∗(l + t∗)]σ−1}
µ

σ−1 (w + w∗)
µ

σ−1

.

Now consider a noncooperative game between the two governments of N and S. Each

government maximizes its own welfare choosing own abatement policy, simultaneously.
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In other words, given t∗, the government of country N maximizes W by choosing t. The

first order condition for the optimal t is

∂W

∂t
=W

{(
1 +

µ

σ − 1

)
(2 − b)∂w

∂t
+ b∂w∗

∂t

(2 − b)w + bw∗ − µ

σ − 1

∂w
∂t

+ ∂w∗

∂t

w + w∗

− µ
[w(l + t)]σ−2][∂w

∂t
(l + t) + w] − ϕ[w∗(l + t∗)]σ−2[∂w∗

∂t
(l + t∗)]

[w(l + t)]σ−1 − ϕ[w∗(l + t∗)]σ−1

}
=0.

Analogously, the Southern government maximizes W ∗(t∗, t) which can be defined sym-

metrically as W (t, t∗). And its first order condition can be derived similarly as above.

Solving the two equations, given that the two countries are completely identical, we

must obtain t = t∗ ≡ te, where te is the noncooperative pollution abatement policy that

solves

∂α(te, te)

∂t

[
1 − b

2
+

(1 − b)µ

2(σ − 1)
− µ

1 − ϕ

]
+

∂α∗(te, te)

∂t

[
b

2
− (1 − b)µ

2(σ − 1)
+

ϕµ

1 − ϕ

]
=

µα(te, te)

(1 − ϕ)(l + te)
.

In particular, if pollution is globally symmetrical, then the above equation is simplified

as
1

α(te, te)

∂α(te, te)

∂t
=

µ

(1 − ϕ)(1 − µ)(l + te)
. (19)

The RHS converges to infinity if ϕ approaches 1. Therefore, as a solution of (19), te

becomes very small, implying a very low noncooperative abatement. This gives rise to

the so-called a “race to the bottom” of environmental policy.

Notice that this phenomenon is related to Proposition 3, in which we showed that as

trade becomes freer, a pollution haven is more likely to arise. Basically there is a trade-off

involving the optimal regulation policy t. We know that on the one hand, the income-

reduction effect of a laxer regulation decreases the local nominal wage; on the other hand,

a laxer regulation attracts more firms due to the cost-reduction effect. The latter effect

lowers the local price index by increasing the number of manufacturing varieties. This

decrease in the price index in turn raises the real wages of its residents. As trade cost falls,
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each country will then try to attract more firms into its boundary by choosing a lower

abatement, the only policy considered here. Note that this result is obtained without

taking into account the negative impacts of pollution on consumer utility. Depending on

how severe such negative externalities are, if they are also considered, then this result

may change.

In order to avoid the “race to the bottom”, we now consider the optimal environmental

policy if there is a worldwide planner who can specify t = t∗ = to. Summing up the welfare

of the two countries yields

VN + VS =
E

P
+

E∗

P ∗

=(Kw)
µ

σ−1 (1 − ϕ2)
µ

σ−1

(
σ − 1

σ

)µ

Ew

p1−µ
A [w(l + t)]µ

[
θ

1+ µ
σ−1

E

(1 − δϕ)
µ

σ−1

+
(1 − θE)1+ µ

σ−1

(δ − ϕ)
µ

σ−1

]
,

where θE is determined by (8).

Setting t = t∗ = to, we have

w = w∗, δ = 1, θE =
1

2
, Ew =

wL2

1 − b
.

Then the total welfare is simplified as

VN + VS =
w1−µ

p1−µ
A (l + t)µ

× Constant =
[α(t, t)]1−µ

(l + t)µ
× Constant.

Therefore, optimal policy to is the solution to:

1

α(to, to)

dα(to, to)

dto
=

µ

(1 − µ)(l + to)
. (20)

Different from (19), expression (20) is independent of ϕ. This implies that even when

trade is completely free, the worldwide planner would not choose zero abatement. There-

fore, when transport costs decrease (especially in the age of globalization), international

cooperation such as the Montreal Protocol and the Kyoto Protocol is called for to prevent
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a “race to the bottom” in environmental standards. And the call becomes stronger with

decreasing trade costs.

7 Conclusion

The pollution haven hypothesis, that a tightening up of pollution regulation will have

an effect on firm location, has strong support from theory but little from empirics. To

explain for this gap, some authors conclude that the location of industries is conventionally

determined by comparative advantage of factor endowments and differences in technology,

instead of the pollution policies.

While comparative advantage is evidently one factor, it is not the unique one. Recog-

nizing that manufacturing production usually involves technologies of increasing returns

to scale and imperfect competition, we constructed a model demonstrating that the ag-

glomeration force of industries is a potential reason for firms not to locate in the“pollution

haven”. Incorporating cross-sectoral and transboundary pollution into the footloose cap-

ital model of spatial economics, we indeed find three effects besides the usual explanation

of comparative advantage. While the cost-reduction effect encourages polluting firms to

move to the country with lax regulations, the income-reduction effect discourages such

a move. In addition, the agglomeration force of the home market effect hinders firms

from moving out of the larger developed country. These results are supported by recent

empirical findings.

To keep the model tractable, we have abstracted from incorporating the negative

impacts of pollution in the consumer utility function and the national welfare function.

Such effects work in the same direction as the income-reduction effect of pollution. Thus,

taking into consideration such negative externalities makes it more difficult to find a

pollution haven.
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